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XAl Background

Common drawbacks in relevant studies were identified and dis-
cussed in recent surveys which are summarised as follows:
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Objective - Explore comprehensibility of machine learned logic
programs in interactive machine-human teaching contexts.

Learning logic theories

Inductive Logic Programming (ILP) uses logic programs to

» derive declarative logic rules
* learn programs from small data
* perform abduction and induction

Meta-Interpretive Learning (MIL) is a variant of ILP that

* supports predicate invention and dependent learning
e can learn recursive and higher-order programs

Human comprehension

Challenge: Difficult to operationally measure comprehension

Method: Human comprehension measured by human out-of-
sample predictive accuracy in human trials

Given a definition D, a group of humans H, a symbolic ma-
chine learning algorithm M, examples E, C..(D, H, M (E)) denotes
machine-explained human comprehension after studying expla-
nations and C'(D, H, F) is the unaided human comprehension.

We define the explanatory effect E..(D, H, M(E)) of the theory
M(F) learned from examples E as

E,o(D, H, M(E)) = C.,(D, H, M(E)) — C(D, H, E)

Cognitive window

The explanatory effectiveness of a theory is defined as
* M(FE) is beneficial to H if E..(D, H, M(F)) > 0
* M(FE)is harmful to H if E..(D, H, M(F)) <0
* Otherwise, M (FE) does not have an observable effect on H

Framework: We hypothesise a bound on human hypothesis space size and
estimate the cognitive complexity by a new variant of Kolmogorov complex-
ity. The two constraints on human comprehension are summarised in the
cognitive window (CW) conjecture:

1.the search space of the theory cannot be too large
2. the theory provides mental execution “shortcuts”

Beneficial and harmful explanatory

machine learning [1]

Materials: Humans were asked to learn a masked isomorphic problem of
Noughts and Crosses. Explanations are translated from a machine learned
logic program by a MIL system. An example of visual and textual explana-
tions used in our two-group human experiment is presented below.
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Contrast: Not enough pair(s) Contrast: Not enough pair(s)

Results summary:

* A clear boundary of human short-term comprehension
* A beneficial effect on human comprehension when CW is satisfied
* A harmful effect on human comprehension when CW is not satisfied

Explanatory machine learning for

sequential human teaching [2]

Framework: Extensions of frameworks of explanatory effects to
account for the impacts of reducing the size of the hypothesis space
when learning with increasing concept complexity

Materials: A human trial of sequential teaching (ST) was con-
ducted for teaching efficient sorting strategies. We examine the
effects of concept ordering in curricula and explanations learned
by a MIL system. An example of merging and sorting materials
used for teaching novices merge sort is presented below.
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Results summary:

* a beneficial effect on human comprehension when learning with
Increasing concept complexity

* re-discovery of advanced and optimised algorithms when
learning with increasing concept complexity

Contributions

* Provided operational frameworks of explanatory effects
« Demonstrated beneficial and harmful explanatory effects

* Showed ST led to better human comprehension and
iInnovative re-discovery to benefit machine-human teaching
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